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Abstract

This document contains the requirements for the controls system for the accelerator R&D facility being constructed at NML. The first users of this facility are the ILC cryomodule and the 3.9 GHz crab cavity testing programs. The first cryomodule is expected in the early summer of 2007 and first beam is expected in 2008. It is also anticipated that during this time this facility can be used for instrumentation and controls R&D for global ILC effort. 
1 Introduction

NML is an accelerator R&D facility that is still under design – see the NML Design Report:  ILC Docdb #363 for a description of the SCRF program at Fermilab. This requirements document is a versioned document that reflects the current state of the SCRF facility program and architecture which is still in design. It also spells out the controls requirements for the current design work in the areas of instrumentation, LLRF, and controls. Not only will the requirements change as the design changes, but the controls system will need to evolve as ongoing activities develop and as new programs are started. 

The NML facility consists of four distinct areas:

1. electron injector area 
2. accelerator area, initially comprised of 1 cryomodule but will expand to 3

3. test beam lines area with a low intensity and high intensity beam dump.

4. crab cavity testing area

Many pieces of equipment used to build these areas already exist at FNAL and will be relocated to NML. Some will be built and/or purchased specifically for NML. When known, we will note existing/new components. Additionally, many of the components for NML have been built by and/or with collaborating institutions such at DESY, INFN, NIU, ANL, and SLAC. Some of these components have a significant investment in specific interfaces in term of platforms (VME,), operating systems (Solaris, VxWorks, Linux), and software packages/tools (EPICS, DOOCS, LabView, MatLab). Collaborators will come to work at NML with their own suite of tools and areas of expertise. 
This document describes the requirements for the ILC cryomodule testing, listing the requirements at various stages of the program: 
· Warm Testing

· Cold Testing
· Testing with Beam
· Installation of 2nd cryomodule
· Installation of 3rd cryomodule
It also describes the requirements for the 3.9 GHz crab cavity testing program.
In addition to these particular stages of infrastructure development, the controls system needs to meet the requirements for designing the LLRF and instrumentation at NML for each of the stages as well.. 
NML will be a [inter?]national facility for an SCRF program of work. It is a goal to provide a controls system that is adaptable to equipment and toolsets (both hardware and software) that may be brought in from offsite without compromising stability and functionality. 
Finally, the NML controls system needs to lend itself to controls system R&D for the final ILC controls system. 

2 Facility Overview

As previously stated, NML consists four distinct areas:

1. electron injector area 20m long

2. accelerator area, initially comprised of 1 cryomodule but will expand to 3 40m long

3. test beam lines area
4. crab cavity testing area

2.1 Electron Injector Area
The electron injector is a backbone of the NML facility. First beam is expected to be delivered by the photoinjector in summer of FY08, but components such as the photocathode system for the gun may arrive as early as fall of 2007. A controls system needs to be in place for this testing.

The injector has to provide an electron beam with tunable parameters (bunch length, number of bunches per macropulse, transverse emittance, etc…).  It will also incorporate diagnostics (e.g. bunch length and emittance measurement) to characterize the beam prior to its injection in the cryomodule(s).

The existing Fermilab/NICADD photo-injector (except for RF gun) will be moved to NML and will be upgraded by several elements as shown in Fig. 1.  
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Thus, the initial NML injector will consist of a new RF gun, two existing TESLA cavities (one operating at 12 MV/m and one at 25 MV/m), a magnetic chicane bunch compressor, a focusing channel, and an energy spectrometer magnet, which also permits crab cavity tests. This configuration requires a high-power klystron/modulator system (~4-5 MW) for the normal conducting RF gun, and two low-power systems (~300 kW nominal each) for the two TESLA cavities.  Both the gun and the modulator would allow for a long pulse (1 ms) operation at a 5 Hz rate.  Table 1 presents the summary of NML injector parameters:

Table 1. Electron Injector Parameters

# Electrons/bunch


2×1010
# bunches/train


up to 3000
Bunch repetition rate


3 MHz

Train repetition rate


up to 5 Hz

Average current


50 µA
Beam energy



40 MeV

RMS bunch length


0.3 – 6 mm

Normalized rms emittance

4-5 µm

A new rf gun will be procured from INFN, commissioned and installed at the NML.  It is schematically shown in Figure 2.


The type of the modulator needed for the RF gun is still being discussed – either a Marx type modulator, one from SNS, or? 
2.1.1 Instrumentation

2.1.2 Control

2.1.3 Photocathode system

A group from INFN-Milano will be supplying a photocathode system for the new RF gun at NML.  The system consists of two parts: a cathode preparation system (stand-alone) with a transfer chamber, and a cathode manipulator system upstream of the gun.  The photocathodes are prepared in the preparation chamber and manually moved, via a manipulator mechanism, to the transfer chamber.  The transfer chamber is then transported under vacuum to the cathode chamber.  The cathodes are inserted into the cathode chamber via a similar manipulator system. 

The majority of the signals are vacuum related: valve position status, ion pump and ion gauge readback/status.  There are also limit switches and optical sensors to be monitored to detect the position of manipulator mechanisms.  Additionally, the prep chamber and cathode chamber will include a cathode rejuvenation system that requires control of  power supplies and monitoring picoamp currents.  Attached is a list of instrumentation and control points compiled by Daniele. 

A dedicated pc will be provided at the preparation chamber location for local control (somewhere on the experimental floor at NML).  A Labview application will be written by the Milano group for control of the preparation chamber processing and rejuvenation processing.  Preparation chamber vacuum will be continuously monitored by the NML controls system.  The cathode manipulator system monitoring will be part of NML controls. 

Occasionally the prep chamber/transfer chamber will need to be baked.  The baking process is a local stand-alone operation, but it is desired to have the temperatures monitored by the controls system. 

In the near future there will be an exchange of information about specifications and recommendations for the various pump/gauge controllers, power supplies, etc. to ensure compatibility with the NML controls system.  It is possible that the photocathode system will arrive in the fall of 2007.
2.2 Accelerator Area

The first cryomodule is expected to arrive in the summer of FY07, followed by a second in FY08 and the third in FY09. For the first cryomodule (FY07), we will use a Fermilab-built modulator and rf system. In year two (FY08) we will still be using a Fermilab-built modulator and rf system with a new 5-MW klystron to power two cryomodules. In year three (FY09) SLAC will supply a new Klystron and some or all of its safety systems.
 
2.2.1 Instrumentation

2.2.2 Control

2.3 The cryomodule test beam lines area

The test beam lines area will initially contain two beam lines: (1) the dump line and (2) low intensity test line (Figure 3). The test beam lines areas will be available in fall of 2008. It is anticipated that for the ILC RF unit test at ILC-like beam parameters, the average beam power will be quite substantial.  For three cryomodules the beam energy could be as high as 750 MeV and the average beam power close to 40 kW.  The TTF at DESY has an extensive experience with an electron beam dump for similar beam energy and power.  Our dump design will be closely based of the TTF’s design.  Figure 3 shows the approximate layout of beam dumps in the New Muon building.
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Figure 3. Cryomodule Beam line Layout

2.3.1 Instrumentation

The following equipment is needed to instrument the beam for the cryomodule beamlines as diagramed in Figure 3. 

· 9 quad [button] BPMs

· 1 NMR probe

· 12 loss monitors (part of MPS?)

· 1 bunch length monitor

· 6 OTR screens

· 1 phase monitor

· 4 beam valves (ie, 3 vacuum areas)

As an instrumentation R&D effort, the BPMs will be housed in ATCA crates using an in-house developed digitizer. There are not enough OTR monitors at A0 to outfit both the electron source and beam line areas. New OTR [boards?] will need to be fabricated for the source line. The goal would be to have the same software interface drive both OTR boards. 

2.3.2 Control

· Stepping motors

· Dipole corrector power supplies
· Quad power supply,

· Spectrometer magnet power supply

· Vacuum devices 
2.4 Crab Cavity Testing Area
2.4.1 Instrumentation

· BPM
2.4.2 Control

· RF
3 Infrastructure Requirements

3.1 Software
· All source code and configurations for the controls system software and operator areas must be under version control so they can be tracked. 

· All software and configurations should be distributable in a way that that will allow them to run in different environments to allow for remote development and diagnostics.  

· Access to facility components must adhere to Fermilab Computer Security requirements.

· The main operator interface shall consist of an Xwindow server display.

· For remote diagnostics and as a foundation for remote operations, the operator console(s) must support both a physical and one or more virtual desktops so that a remote view of the console will have the same look and feel as the local physical desktop.

· NML will use the Control Room Logbook (CRL) as the electronic logbook package. 
3.2 Hardware

· The facility must provide a development system connected to the timing system at NML or that at least simulates NML clock signals in which hardware and software can be tested without interfering with operations. 

· It is a goal to standardize on the variety of components such as digitizers to reduce the complexity of the system except in the cases where new designs are being tested. 
· Access Security plan

· IRM replacement? 

· Networking? 

3.3 Timing

3.4 Documentation

Do we want to select an application to use for documentation (openoffice, word, ascii)?  Do we want to select a format for public distribution of documentation (pdf)?

web accessibility should be stated as desirable.

a system which supports searching should also be required (in this era).

4 Warm Testing Requirements

The first cryomodule is expected to arrive in the summer of FY07. Warm testing is room temperature testing so the cryogenics will not be needed at this stage. The Klystron will not be connected directly to the cavities but rather into a load.  The control system must be available to run the klystron with a Klystron protection system and the modulator. 

To start warm testing, the following hardware components will be used: 

· 5 MW Klystron and LLRF
· Klystron Interlocks

· Modulator

· The cavity/coupler itself

· Timing system (broadcast?)

· NML local control room

· Facility controls (cryogenics, vacuum, cooling water, outside/inside temperature/humidity, system monitoring 
The following software components are needed: 

· Electronic logbook

· Diagnostics

· Alarms
· Archiving (in a periodic fashion or on event)

· Save and restore of settings
· Sequencer

· Control (Settings/readings/monitoring)

· Displays/Plotting

· Timing

· Configuration Management

· Analysis (online and offline)

· Graphical User Interface

· System monitoring (crates, applications, servers, network)

More specific requirements about the above components follow: 

4.1 Alarms system
· Both digital and analog alarms are required. 

· All analog devices should be capable of having alarm limits specified but may not necessarily use them. The alarm limits should be adjustable and mask-able by qualified and authorized operators.

· Alarms Display

· Operators should be informed of an alarm both audibly and visually.  The audible alarm should be able to be silenced for a selected amount of time.

· Individual instances of the alarms display must be available to all users.   

· The alarms display should be capable of configuration for filtering of alarms to be displayed.   This means that a low level RF engineer can configure his/her own instance of the alarm display to only show alarms for the RF system if desired.

· All alarms must go through the same central logging system (and be logged).
· Classes of  alarms (such as cryo) must be configurable such that filtering of alarms allows a display of only those alarms interesting to a class of operator/engineer.   
· Selected alarms should be able to automatically page the appropriate expert during off hours (eg, cryo coordinator)..
4.2 Configuration save and restore

· The controls system must have the ability to save and restore device settings both automatically and on demand.    

· An operator should be able to specify a particular set of devices which should be saved along with a description of the state of the machine at the time of the save, date and time of the save and who preformed the save.   All such saved files should be easily viewable before restoring.   

· Often used configurations of devices to be saved should be available for the operators in a file directory.
4.3 Boot/configuration server
· A boot server is required for hardware that needs to load software during initialization (vxworks, rtems, ...).

· A configuration server makes data available for loading into hardware.
4.4 Graphical User Interface
· Subsystems and diagnostics

· Components view

· Monitoring view (notify page [channel 13])

· Dash board
· The configuration of controls displays should be easily modified by qualified operators yet normally run in a non-edit (safe) mode to prevent accidental modifications.   New displays should be easy to deploy.
5 Cold Testing Requirements

Cold testing should begin a few months after warm testing begins, so early 2008. In addition to the hardware and software components that are needed for warm testing the following items are needed: 
Hardware: 

· Cryogenics

· Cryomodule

· LLRF system to control Cryomodule

Software:

· Data management

· Updates to most of the components for cold testing support (e.g., diagnostics, displays, analysis, etc)

5.1 
Cryogenics

· The cryogenics system for the New Muon Lab will be very similar to the system in place at the Meson area test facility and will be operated and monitored by the same people.  In order to minimize confusion during training and operation, the same type of controls displays should be used for both cryogenic facilities (i.e., Epics).

· The cryogenic controls must be operable from the Central Helium Liquefier control room.

· The slow controls must include a facility for controlling and monitoring PID Loops.

6 Source Requirements
The exact date of first beam at NML is not precisely known.. We are currently operating with a milestone of summer of 2008. However, the components and test stands for the photocathode system for the gun (see Figure 2) will arrive as early as summer of 2007. 
In addition to the hardware and software components that are needed for warm testing the following items are needed: 

Hardware: 

· Beam Instrumentation

· BPM

· Motion Control

· Optical Transition Readation  (OTR) detector
· BLM

· Profile Monitor(s)

· Beam Source
· Photoinjector (gun + LLRF)

· Laser

· Klystron

· Modulators
· Accelerating cavities + LLRF

· MPS - Includes radiation level reporting and archiving (loss monitors). Same as the the ones in the downstream beamlines.
· Bunch Compressor (Delete?) quadropoles, skew quadrupoles, dipole correctors
· Chicone dipole magnets

· Low energy spectrometer dipole magnets (4)
Software

· Data Acquisition (event driven)

· Phasescan
· OTR applications

· Emittance

· Multimagnet control

· Configuration and history databases
6.1 OTR

The Optical Transition Radiation hardware is composed of digital CCD cameras and moving targets installed at each crossing point. The cameras are triggered synchronously to the beam. The captured images show beam reflected on targets that are moved in and out through motors. Additional filters and lenses may also be installed at each crossing, inserted or removed by motors. 
For every camera a background image without beam is taken for subtraction from images with beam. Filters are used to process the acquired images with beam. An example of filter is to check whether neighbor pixels have difference in intensity beyond a threshold. In that case the pixel is replaced by an average of the pixels within a surrounding window. The processed beam image is used for obtaining the beam profile, which is fit to a Gaussian curve.

The OTR control involves changes in the camera configuration and target position. The camera configuration includes gain settings, shutter speed, image size. These parameters must be saved in configuration files for each camera.

6.2 Phasescan

The phase scan application is used frequently for finding the phase that allows the best output. It is manually started by operators typically at startup time and for small corrections during normal operation.

The application interacts with the controls system to gather information about the Laser signal and control the RF phase. The Laser information (average and standard deviation) is acquired through an oscilloscope via GPIB
.

Usually the default sweep for the RF phase varies from -180 to 180 degrees with a 5 degree step. However, those may be changed by the operator, especially when a more precise scan is taken during operation.

On every step the phase scan records every shot that has an accepted pulse. Data acquired must be saved in a format readable by plotting software and optionally generate real time plots of the scan.
7 Cryomodule Beam Line Requirements

7.1 Instrumentation
· 1 quad button BPM for each cyromodule
7.2 Control

· Magnets

· 2nd cryomodule magnets

· 2 quadrupoles

· 2 dipole correctors

· 3rd cryomodule magnets

· 1 or 2 quadrupoles

· 2 dipole correctors
8 Crab Cavity Testing

How is the beam delivery shared/interleaved with cryomodule testing program? 
The crab cavity testing program is described in ILCTA (FNAL) Crab Cavity Test Bench: ILC Docdb #373. 
9 Operational Requirements

The requirements listed above describe the minimal set of controls needed to bring up the testing programs. For smooth and automated operational running, the following things are needed: 
· Access to Information from Main Control Room. No monitoring (i.e. alarm screen) required OR via “normal” remote access – no special requirement

· Separate development system

· Stress test

· Open environment

· Remote power cycle/reset/server console access

This should maybe move to each milestone. What field buses and system interfaces are being introduced at warm/cold/and beam stages? 
10 Controls System R&D

The following activities are of interest in the ILC controls R&D program: 

· Remote Control  includes remote resets, role based access

· High availability

· Controller/server timing/diagnostics facility

· Software (stress) test

· Number of users, number of console servers machines

· Short “lockouts”

· Eclipse

· Conflict avoidance

· Java applications

11 Glossary

configuration, among other things, can refer to a group of PV (or property or device) settings. What other definitions or types of configuration?

12 Experts

	Area
	Expert

	Injector
	Rich Andrews

	Cyromodule
	Jerry Leibfritz

	Beam Line
	Mike Church

	Crab Cavity
	Leo Bellantoni


Table 2. Area System Experts

	Component
	HW Expert
	SW Expert

	Cryogenics
	Arkadiy Klebaner
	Sharon Lackey/Vladimir Sirotenko

	Klystron/HLRF
	Ralph Pasquinelli/John Reid
	

	LLRF
	Gusatvo Cancelo/Brian Chase
	Dennis Nicklaus/Ron Rechenmacher

	Klystron Interlocks
	Peter Pietro
	Dennis Nicklaus

	Modulator
	Chris Jenson
	Kevin Martin

	Timing System
	Mike Kucera/Greg Vogel
	Dennis Nicklaus/Ron Rechenmacher

	NML Control Room
	Mike Kucera
	Ron Rechenmacher

	Facility Controls
	Dave McDowell
	Goeff Savage

	Cavity/Coupler
	
	

	Laser
	Jinhao Ruan
	

	Instrumentation
	Manfred Wendt
	

	Operations
	Jerry Annala
	

	MPS
	Arden Warner
	


Table 3. Component Experts
13 Cross development systems
This should maybe move to each milestone. What field buses and system interfaces are being introduced at warm/cold/and beam stages? 
14 Platform network (configuration, archive/alarm push,???), field bus and file system interface for various platforms

· UNIX

· VxWorks

· RTEMS

· Java

· Windows

· Labview

· Matlab

· Excel

· PLC

· GPIB

· Field bus

· VME, etc

· Single value, multiple values (block transfer)

· Iid???

· Sockets

· Data base

· Web services

· EPICS/DOOCS

------------------------------------------------------------------------------------------------------------
15 Appendix – A0 components

· Magnets -- power supplies: ~60

· “mult” control required for some significant fraction

· 8 Ion pumps (DAC), 8 Ion gauges(ADC)

· 27 pneumatic actuators and “flipper” mirrors (digital I/O)

· 12 stepper motors

· 15 camera/light

· 12 BPMs

· 2 Faraday cups

· 5 gate valves (ADC?)

· LLRF – 2 systems: gun and 9 cell (CC1)

· Interlocks for 2 klystrons and 2 modulators for above

· Timing for above 2 bullets

· Cryogenics through ACNET

· Misc. facilities information (i.e cooling water, not integrated)

· Procedures, i.e. phasescan, talks to scope, curve fitting

For reference:

http://www-group.slac.stanford.edu/cdsoft/nlc_arch/nlc_requirements/NLC%20Requirements-Spence.pdf#search=%22%22control%20system%20requirements%22%22

















































































Figure � SEQ Figure \* ARABIC �1�. Injector Schematic





Figure � SEQ Figure \* ARABIC �2�. RF Gun Schematic
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� SLAC might also supply a new Marx-type modulator but its not essential since our modulator is a 10-MW modulator.


� Experience to date suggests that neither KDE nor GNOME is a suitable desktop/window manager and the fvwm2 is.





�Do we want to abandon many scopes and have LAN connections? (Mike Church)
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