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Abstract

This documents contains the requirements for the controls system for the accelerator R&D facility being constructed at NML. The first user of this facility is the ILC cyromodule test program. The first cryomodule is expected in the early summer of 2007 and first beam is expected in 2008. It is also imagined that during this time this facility can be used for instrumentation and controls  R&D for the final ILC controls system itself. 
1 Introduction
Of course, this document should list what is required. It most likely should list what is not required and also what is desired and also what has been discussed.

For reference:

http://www-group.slac.stanford.edu/cdsoft/nlc_arch/nlc_requirements/NLC%20Requirements-Spence.pdf#search=%22%22control%20system%20requirements%22%22
NML is an R&D facility that is still under design. This document is a living document of the current state of the what the controls system needs to deliver. Not only will the requirements change as the design changes, but the controls system will need to evolve as ongoing R&D activities develop and as new R&D programs are started. 

We have started this document to describe the requirements for the ILC cryomodule testing, listing the requirements at various stages of the program: 

· Warm Testing

· Cold Testing

· Testing with Beam. 

In addition to these particular milestones, the controls system needs to meet the requirements for designing the LLRF and instrumentation at NML for each of the milestones. 

Finally, the NML controls system needs to lend itself to controls system R&D for the final ILC controls system. 

2 Warm Testing Requirements

The first cyromodule is expected to arrive in the summer of FY07. To start warm testing, the following hardware components will be used: 

· 5 MW Klystron and LLRF
· Klystron Interlocks

· Modulator

· The cavity/coupler itself

· Timing system (broadcast?)

· NML local control room

· Facility controls (cryogenics, vacuum, cooling water, outside/inside temperature/humidty, system monitoring (crate and applications servers)
The following software components are needed: 

· Electronic logbook

· Diagnostics

· Alarming

· Archiving (in a periodic fashion)

· Save and restore

· Sequencer

· Control (Settings/readings/monitoring)

· Displays/Plotting

· Timing

· Configuration Management

· Analysis (online and offline)

More specifics requirements about the above components follows: 

2.1 Cryogenics

· The cryogenics system for the New Muon Lab will be very similar to the system in place at the Meson area test facility and will be operated and monitored by the same people.  In order to minimize confusion during training and operation, the same type of controls displays should be used for both cryogenic facilities. 
· The cryogenic controls must be operable from the Central Helium Liquifier control room.

· The slow controls must include a facility for controlling and monitoring PID Loops.

· The configuration of controls displays should be easily modified by qualified operators yet normally run in a non-edit (safe) mode to prevent accidental modifications.   New displays should be easy to deploy.

· Cryogenic alarms must be configurable such that filtering of alarms allows a display of only those alarms interesting to a cryogenic operator/engineer.   Selected alarms should be able to automatically page the cryo-coordinator during off hours.

2.2 Alarms system
· Both digital and analog alarms are required. 

· All devices should be capable of having alarm limits specified but may not necessarily use them.   The alarm limits should be adjustable and mask-able by qualified operators.

· Alarms Display

· Operators should be informed of an alarm both audibly and visually.  The audible alarm should be able to be silenced for a selected amount of time.

· Individual instances of the alarms display must be available to all users.   

· The alarms display should be capable of configuration for filtering of alarms to be displayed.   This means that a low level RF engineer can configure his/her own instance of the alarm display to only show alarms for the RF system if desired.

2.3 Configuration save and restore

· The controls system must have the ability to save and restore device settings both automatically and on demand.    

· An operator should be able to specify a particular set of devices which should be saved along with a description of the state of the machine at the time of the save, date and time of the save and who preformed the save.   All such saved files should be easily viewable before restoring.   

· Often used configurations of devices to be saved should be available for the operators in a file directory.
2.4 Boot/configuration server
Geoff says every piece of HW should 
3 Cold Testing Requirements

In addition to the hardware and software components that are needed for warm testing the following items are needed: 
Hardware: 

· Cryomodule

· LLRF system to control Cryomodule

Software:

· Data management

· Updates to most of the components for cold testing support (e.g., diagnostics, displays, analysis, etc)

4 Beam Requirements

First beam at NML is a moving target. We are currently operating with a milestone of Spring of 2008. 

In addition to the hardware and software components that are needed for warm testing the following items are needed: 

Hardware: 

· Beam Instrumentation

· BPM

· Motion Control

· Optical Transmitter (OTR)

· BLM

· Profile Monitor(s)

· Beam Delivery system

· Photoinjector (gun + LLRF)

· Laser

· Klystron

· Modulators
· Accelerating cavities + LLRF

· MPS - Includes radiation level reporting and archiving
· Bunch Compressor

· Magnet

Software

· Data Acquisition (event driven)

· Phasescan

· OTR applications

· Emittance

· Multimagnet control

· Configuration and history databases
5 Controls System R&D

The following activities are of interest in the ILC controls R&D program: 

· Remote Control  includes remote resets, role based access

· High availability

· Controller/server timing/diagnostics facility

· Software (stress) test

· Number of users, number of console servers machines

· Short “lockouts”

· Eclipse

· Java applications

6 Miscellany

· Access Security plan

· IRM replacement
· Documentation
7 Organizational views (graphical displays)

· Subsystems and diagnostics

· Components view

· Monitoring view (notify page [channel 13])

· Dash board

8 Main Control Room monitoring

8.1 No monitoring (i.e alarm screen) required OR via “normal” remote access – no special requirements
9 Cross development systems

10 Separate development system
10.1 Stress test

10.2 Open environment

10.3 Remote power cycle/reset/server console access

This should maybe move to each milestone. What fieldbuses and system interfaces are being introduced at warm/cold/and beam stages? 
11 Platform network (configuration, archive/alarm push,???), field bus and file system interface for various platforms

· UNIX

· VxWorks

· RTEMS

· Java

· Windows

· Labview

· Matlab

· Excel

· PLC

· GPIB

· Field bus

· VME, etc

· Single value, multiple values (block transfer)

· Iid???

· Sockets

· Data base

· Web services

· EPICS/DOOCS

12 Primitives for higher level applications ([procedure/sequence] conflict avoidance)
12.1 Locks, queues, timeouts
13 Appendix – A0 components

13.1 Magnets -- power supplies: ~60

13.1.1 “mult” control required for some significant fraction

13.2 8 Ion pumps (DAC), 8 Ion gauges(ADC)

13.3 27 pneumatic actuators and “flipper” mirrors (digital I/O)

13.4 12 stepper motors

13.5 15 camera/light

13.6 12 BPMs

13.7 2 Faraday cups

13.8 5 gate valves (ADC?)

13.9 LLRF – 2 systems: gun and 9 cell (CC1)

13.10 Interlocks for 2 klystrons and 2 modulators for above

13.11 Timing for above 2 bullets

13.12 Cryogenics through ACNET

13.13 Misc. facilities information (i.e cooling water, not integrated)

13.14 Procedures, i.e. phasescan, talks to scope, curve fitting
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