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Abstract

This document describes the overall architecture for the ILC Global Control System in regards to commodity computing – computers, networking, and mass storage. 

1 Overview

This technical note is meant to document the architecture for the commodity processors needed in the controls system. It starts at the interface to the front end electronics, includes the 5Hz Control processors and data acquisition nodes, and ends with archiving data in a mass storage system. Output from the RF station is over commodity Ethernet hardware. It does not include computing needed for offsite data replication. 

2 Control system sectors

The sources for controls information in the accelerator complex are concentrated in crates of front end electronics. Most often, one set of these front end crates is associated with and dominated by LLRF components referred to as a RF station. In areas with only a few RF stations, e.g. BDS, instrumentation and controls information is still processed and collected as a unit and, in fact, should have smaller data and control rates. 

Following the pattern of cryogenics control, the control system will group 16 RF stations into a larger container called a sector. Each sector will have two dedicated compute nodes associated with it – a Control node as part of the 5Hz Control farm and a DAQ node for monitoring, analysis, and archiving. Table 1 shows the total number of sectors in the complex.

Table 1. Control Sectors

	Area
	Sectors/unit
	Units
	Total

	Linac
	18
	2
	36

	Damping Ring
	4
	2
	8

	Source
	4
	2
	8

	Beam Delivery System
	7

	1
	7

	RTML
	2
	2
	4

	Total Sectors
	
	
	63


3 Data Rates

The 5Hz feedback algorithms need to be run on a farm of commodity computers, with information from each pulse available to all processors in a given linac. A given farm node collects 800 Kbytes/pulse (50Kbytes/station
 x 16 stations) , or 4 MByte/sec/sector (800 Kbytes/pulse x 5 Hz). With a circular buffer of 100 GBytes (disk or memory or both),  a node can hold complete history of the last 7 hours. 

As previously described, each sector will also have a DAQ compute node for data acquisition and monitoring. All raw controls data will not be permanently archived and this DAQ farm is responsible for one tier of the reduction. Each DAQ node will contain a large buffer to be temporal storage of raw data that can be used for diagnostics and monitoring. Data for long term storage will be reduced at this layer by a factor of 4, for an output rate of 1 Mbyte/sec/sector.


Figure 1

4 Network Infrastructure

There is obviously a great deal of network equipment involved in a controls system that spans 30km.  There will be a large premium in cost if commodity networking is not adequate for necessary data rates. To simply the design effort, we intend to show here that commodity networking (Figure 1) will be sufficient in the worst case scenario – that with no optimizations or calculations being done in the RF station itself. As the final design of the controls system architecture matures, we can modify the architecture accordingly. 

Networking requirements are based on the following assumptions:

· the “standard” high speed Ethernet option at the time of purchase is 10Gbps

· one linac is the most demanding in terms of control and data acquisition

· up to 32 sectors per linac (1/2 of the total number of sectors).

· up to 16 RF stations per sector.

· 4 waveforms X 3000 data points X 4 Bytes (16 bits each of I and Q) = 50 KBytes per RF station per pulse.

· we have 199ms between pulses to upload data, run the control algorithms, and download any corrections. Also during this time, we will acquire any data needed for long term storage. 

· a maximum network backbone bandwidth of 5 Gbps (10 Gbps link @50% efficiency)

During the "upload" phase, data from RF stations is moved to Control processors.  In the worst case, the full data from each RF station will be broadcast to every Control processor. 

The total data size (for one linac) would then be

50 KBytes X 32 sectors X 16 RF stations =  205 Mbits

And the upload period would be
 

205 Mbits / 5Gbits/sec = 41 ms

During the "download" phase, it is assumed that only data for the local sector must be transferred from each Control processor.

The download data size is therefore

50 KBytes X 16 RF stations =  7 Mbits

And the maximum download period would be

7 Mbits / 5 Gbits/sec = 2 ms.

An additional 2 msec (1msec upload, 1 msec download) is required for the 1Gbps RF station links which all operate in parallel. At 5 Hz, with a 1 ms pulse length, that leaves 154 ms (200 – 1 – 41 – 2 - 2) for control algorithms to perform feedback calculations and collect data for archiving. 

Each Control node must accept the full backbone bandwidth (10 Gbps link). There is no clear advantage to using more than one Control node per sector. The RF station link must upload or download 50 KBytes in one msec.  A 1 Gbps link is adequate for this purpose
.

RF Station to Sector Control Switch links are point-to-point with lengths of 40-300 meters. Intersector links are 600 meters.  All network links are assumed to be optical.

The Sector Control Switch requires six 10GBE ports (for Control Node, DAQ Node, upstream and downstream primary path, upstream and downstream secondary path), and sixteen 1GBE ports (for RF Stations).  For redundancy there are two Control Switches per sector, and either switch can handle the full sector bandwidth.

Three additional, independent 1 Gbps networks are used for video, system monitoring and general purpose communication:

1) Video Network - this network provides a low-end PC and monitor, located at each RF station, for audio/video communication between operators and service personnel.  

2) System Monitoring Network - this is an out-of-band network for monitoring and diagnostics.

3) General Purpose Network - this network is used for download and slow control of the RF stations. It is separate from the main data network to reduce overhead.

These three networks are configured in the same way as the Control network, but all links/switches are 1 Gbps Ethernet.

5 Archiving

Recall that each Control node is collecting data at an average rate of 4 MByte/sec, and that each sector also has a DAQ node acquiring the same information for archiving and monitoring. With a circular buffer of 100 GBytes (disk or memory or both),  a node can hold complete history of the last 7 hours. 

Not all raw controls data will be logged and this DAQ farm is responsible for one tier of the reduction. Data for long term storage will be reduced at this layer by a factor of 4, for an output rate of 1 Mbyte/sec/node. Since there are a total of 63 sectors across the complex each archiving at 1Mbyte/sec, the input rate to the next level of the DAQ is 63 Mbyte/sec where it will be reduced by another factor of 4 for an aggregate rate of 16 Mbyte/sec, or roughly 0.4 PByte/year if the machine is 80% up.

The baseline for long term storage is tape media. We are costing 2PB of tape storage for construction – 1.0 PB for the first 5 years, another 1 PB for the last two assuming full logging rates. Additionally, the tape storage will have a 0.75 PB disk cache on the front end. This will be enough to cache 1 year’s worth of data on disk + 0.25 PB of older files for ongoing analysis. 

See Figure 2 for an overall diagram of the farm and daq nodes in the main linac.
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Figure 2

6 Databases

The central controls system database will need to store the following kinds of information: 

· Critical operational information: boot parameters (or more generally, online resource configuration), save/restore sets, service state

· Monitoring information: routine process variable archiving, alarms (control system and SNMP network monitoring). It may even include diagnostic data such as application checkpoints. 

· Offline and static information: models, content management, offline configuration management, asset management: offline machine configuration management (GIS (what is where), content management (documents), asset management (service/calibration records, etc)), meta data for the data acquisition stored in data files, engineering, control, and physics machine models (i.e., every physical, software, and virtual component of the machine, along with relationships, including evolution over time)

· offline analysis replicated data warehouse

6.1 Disk space estimate: 

We have estimated 350 TB of fiber channel raid disks. We will buy 2 TBytes for the first 5 years of constructions and the 350TByte in the last two to capitalize on Moore’s Law. 

6.2 CPU estimate: 

Online transaction processing (OLTP): 8 CPUs

· 2 CPU box primary - 2 CPU standby box for critical operational data 

· 2 CPU box primary - 2 CPU standby box for archiving, alarms, network monitoring 

Online Analytical Processing (OLAP): 8 + 2 spares = 10 CPUs

· 4 CPU box for models, content management, offline config management, asset management. 

· 4 CPU box for offline analysis replicated data warehouse (OLAP) 

Integration and Development machines: 3 Server class machines

· 1 OLTP integration machine – 4 CPUs

· 1 OLAP integration machine – 4 CPUs

· 1 development machine – 4 CPUs

One imagines buying the development blades the first year. Integration machines are purchased in year 3 of construction and the final production machines in the last 2 years. 

6.3 Database Licenses

We are assuming a production quality relational database, and are using Oracle as the costing model. One can purchase Oracle licenses on a per production CPU basis, or by named hosts. We will cost on a per CPU basis for this exercise, as it is probably the most portable between regions. We are currently using the 52% DOE discount. It’s not clear what international discounts may be available.

We will only need 1/4 of the production database capacity for the for the first 4 years of construction as the machine is being built. The remaining purchases are made throughout the construction to end with full capacity in the two final year.  

An alternative costing mechanism is with named hosts and its cost effectiveness depends on the current state of licensing at the home institution. Named hosts are on the order of $124/person. Since Oracle is embedded in the infrastructure at the lab, Fermilab as an institution is paying $600,000 (US) annually for Oracle maintenance (2500 permanent employess + 2500 visitors, based on Kerberos principals). If the ILC were to add 1000 users to this existing pool, the annual cost of these additional licenses would be $124K annually, or $870K for the construction period. This might be a more cost effective model. 

6.4 ILC Control Room

The design of the ILC Control Room influences the way in which ILC commissioning and operations will be handled. One noteworthy aspect of ILC operations is that it involves multiple control rooms located in different time zones around the globe. A thoughtfully developed operations model supported by state-of-the-art communications capabilities and sophisticated collaborative tools is key to successful commissioning and operations. This requires a reliable communications network, as well as cyber security infrastructure that has been designed to safeguard the ILC while simultaneously supporting a collaborative environment for commissioning and operations.

Cost estimates for the ILC Control Room are based on several assumptions and on the cost of existing facilities. We assume that the construction cost of the building that houses the control room, as well as the cost of infrastructure such as HVAC systems, electrical systems, networking and communications systems linking the control room to remote sites are costed elsewhere. Moreover, we assume that the R&D needed to develop collaborative tools is not part of the WBS for the ILC, since these tools are likely to be developed for the Large Hadron Collider (LHC) and International Thermonuclear Experimental Reactor (ITER).

The two items that are included in the cost estimate for the ILC Control Room are consoles and equipment for the control room, and the equipment that is needed for a large collaborative display wall. The cost of consoles and equipment is based on the cost of the control room built for the Spallation Neutron Source (SNS), and the cost of the collaborative display is based on the cost of the Powerwall installed at Oak Ridge National Laboratory.

The cost of consoles and equipment for the ILC control room includes the following: design cost, prototype console, production consoles, computing equipment and communications infrastructure in the control room, infrastructure in the equipment room, and cost of equipment for the personnel protection system in the control room. We assume that in addition to the control room, there is an equipment room with space for racks needed for electronics that needs to be located close to, but not inside, the control room.

The cost of the large collaborative display wall is based on the cost of the Powerwall installed at Oak Ridge National Laboratory. The cost includes the following items: equipment racks, projectors, screens, computing equipment, video cables, video switching hardware, and control panels.
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� The BDS is 5 Km long with a corrector spaced every ~50 m. This would yield a total amount of 7 sectors in this area. The data rates in the BDS are much less that in the linac since they are not handling large wave forms from the RF.


� 4 waveforms X 3000 data points X 4 Bytes (16 bits each of I and Q) = 50 KBytes per RF station per pulse


� To reduce the upload period, either multiple 10 Gbps links are required, or the data volume must be reduced.  Reduction in data volume can be accomplished by sending less than 3000 points per waveform, or by interchanging data only between adjacent sectors as necessary.





� Alternately, the feedback processing could be done in each RF station, which would eliminate the Control processor and the download phase (but require a full 10 Gbps link to each RF station).








3/12/2007

5 of 8

_1220927168

