NML Controls Requirements Document


[image: image1.wmf]
Fermilab
ILC doc-325
October 6, 2006
NML Controls Requirements
Mike Kucera, Rob Kutschke, Sharon Lackey, Dennis Nicklaus, Jim Patrick, Ron Rechenmacher, Margaret Votava, Steve Wolbers. +++
Abstract

This documents contains the requirements for the controls system for the accelerator R&D facility being constructed at NML. The first user of this facility is the ILC cyromodule test program. The first cryomodule is expected in the early summer of 2007 and first beam is expected in 2008. It is also imagined that during this time this facility can be used for instrumentation and controls  R&D for the final ILC controls system itself.
1 Intro
Of course, this document should list what is required. It most likely should list what is not require and also what is desired and also what has been discussed.

For reference:

http://www-group.slac.stanford.edu/cdsoft/nlc_arch/nlc_requirements/NLC%20Requirements-Spence.pdf#search=%22%22control%20system%20requirements%22%22
2 Interlock

2.1 Klystron

2.2 Modulator

3 Timing interface

3.1 Network broadcast

4 LLRF

4.1 Cavity

4.2 Gun

5 Laser

6 Infrastructure (non-per pulse)

6.1 Magnets

6.2 Cryogenics

6.3 Vacuum

6.4 Cooling water

6.5 Outside/inside temperature/humidity

6.6 Crate controller and applications server system status

7 Basic Set point control and read-back

8 Plotting (including correlation [multi-plots])

9 Sequencer

10 Data Acquisition

11 Archive data retrieval and display and analysis
12 Alarms system
13 “mults” control of multiple devices in a synchronize manor (user configurable)
14 Configuration save and restore
15 Boot/configuration server
16 PPS

17 MPS/BCS
17.1 Includes radiation level reporting and archiving
18 Instrumentation

18.1 BPM interface

18.2 Profile

18.3 BLM
18.4 Camera/OTR/Imaging

18.4.1 Motor control
19 Applications/procedures
19.1 Coupler conditioning

19.2 OTR calculations

19.3 Emmitance measurements

19.4 Phase scan
19.5 Optical Modeling & Tools (MAD/DIMAD/LIAR)

20 Logbook

21 Documentation
22 High availability
22.1 Controller/server timing/diagnostics facility

22.2 Software (stress) test

22.3 Number of users, number of console servers machines

23 Access security
24 Organizational views (graphical displays)

24.1 Subsystems and diagnostics

24.2 Components view

24.3 Monitoring view (notify page [channel 13])

25 Main Control Room monitoring

25.1 No monitoring (i.e alarm screen) required OR via “normal” remote access – no special requirements
26 Remote power cycle/reset/server console access
27 Cross development systems

28 Separate development system
28.1 Stress test

28.2 Open environment

28.3 Remote power cycle/reset/server console access
29 Platform network (configuration, archive/alarm push,???), field bus and file system interface for various platforms

29.1 UNIX

29.2 VxWorks
29.3 RTEMS

29.4 Java
29.5 Windows

29.6 Labview

29.7 Matlab

29.8 Excel
29.9 PLC

29.10 GPIB
29.11 Field bus

29.11.1 VME, etc

29.11.2 Single value, multiple values (block transfer)

29.11.3 Iid???

29.12 Sockets

29.13 Data base

29.14 Web services

29.15 EPICS/DOOCS

30 Primitives for higher level applications ([procedure/sequence] conflict avoidance)
30.1 Locks, queues, timeouts
31 Appendix – A0 components

31.1 Magnets -- power supplies: ~60

31.1.1 “mult” control required for some significant fraction

31.2 8 Ion pumps (DAC), 8 Ion gauges(ADC)

31.3 27 pneumatic actuators and “flipper” mirrors (digital I/O)

31.4 12 stepper motors

31.5 15 camera/light

31.6 12 BPMs

31.7 2 Faraday cups

31.8 5 gate valves (ADC?)

31.9 LLRF – 2 systems: gun and 9 cell (CC1)

31.10 Interlocks for 2 klystrons and 2 modulators for above

31.11 Timing for above 2 bullets

31.12 Cryogenics through ACNET

31.13 Misc. facilities information (i.e cooling water, not integrated)

31.14 Procedures, i.e. phasescan, talks to scope, curve fitting





































































































































7

_1220927168

