10.1.R.1. High Availability Software Architecture for ILC


1. Overview

Functional capabilities for HA systems can be separated into those

needed to configure and operate the system under normal operation, and

those used to detect and handle faults.

Managing the system configuration involves knowing what hardware,

firmware and software components are intended to be in the system (the

system model), and which of these are actually present and in use at

any given time. Configuration Management also allows modification of

the configuration of the individual components that comprise the

system.

Fault management typically involves five stages:

1. Detection - the fault is found

2. Diagnosis - the cause of the fault is determined

3. Isolation - the rest of the system is protected from the fault

4. Recovery - the system is adjusted or restarted so it functions properly

5. Repair - faulty system components are replaced.

2. Capabilities of Major Building Blocks or Layers

Hardware capabilities of fault-managed systems can be generally

categorized into three sets: redundancy to allow continued processing

after failure, highly reliable (often redundant) communication among

components, and management of the components, including fault

detection, diagnosis, isolation, recovery, and repair.

Operating system capabilities include functions to isolate, prevent

the propagation of, or mask the impact of, hardware and software

faults. These functions help prevent errant applications or faulted

hardware from bringing the entire system down. Another area of

capabilities include dynamic reconfiguration and enhanced device

drivers to allow graceful replacement of failed hardware.

Additionally, the OS provides services for autonomous

fault-management, reporting faults externally, and interfacing with HA

capabilities in middleware and application layers.

Management Middleware is the software component that oversees all of

the configuration and fault management services in the system. The

availability management component operates automatically in real time

and without human intervention. A state-aware system model represents,

models and monitors the status, topology and dependencies of

components. System information is collected and assessed and system

anomalies or faults are detected and diagnosed. Faults are acted upon

by dynamically reconfiguring the status, configuration, and

dependencies of the components to rapidly recover and maintain

service. A final capability of management middleware is that it

checkpoints (periodically transfers) data between a component and its

redundant units in order to maintain operation during system

reconfiguration.

Applications used in HA systems can either depend on the HA system to

simply restart them if a failure occurs, or they can be 'HA Aware'.

There are many ways for HA aware applications to participate, control,

or operate within a highly available system. The system should provide

a management interface through which an application can monitor

operations and send status, heartbeat and checkpoint information. An

application may also need to receive this type of information from

other applications. Finally, an application may need to initiate a

fail-over or other recovery action and be able to be unloaded, loaded

and restarted while the system is operational.

3. High Availability for the ILC

Reliability is a hot topic for the ILC. Regardless whether we are discussing the next X-Ray machines (XFEL) or the next machine for high energy physics (ILC) the required reliability for both types of machines will be challenging. Continuous operations of the machine at an availability of 99.5% for the total machine is driving the demands for the reliability to each individual component towards 99.9% or higher.

Both engineering areas, software and hardware have to work hand in hand to achieve these availability rates. Depending on the time span of the breakdown of an individual component until the machine will go down we have to distinguish several different areas, which result in  different approaches for mean time to automatically replace (MTTAR) (not repair) a component:

Failures of components within an individual macro pulse

This is an area where all available techniques must be investigated. Whether there's a realistic chance to continue operation with a redundant - or host stand by component in this case must be questioned. For now this would result in a beam dump triggered by the MPS system. MPS itself has a high demand on it's reliability. It should be investigated whether techniques available for telecom processors can be used and will allow process switching within the given time frame of two consecutive bunches.

Bunch by bunch operation

The time available to automatically replace a component that failed is increasing by several orders of magnitude if machine operation must provide bunch by bunch operation. Still it is a tough job to detect malfunctioned components and to force process switching within the given time frame. This regime of the control system can be fund in RF control and the timing system. Again we can adopt the techniques available from telecom companies.

Control Processes

The next time domain is dealing with control processes which operate in the tenth of milliseconds range. This is the area of process controls like cryogenics and water temperature. While the process control loops operate in the range mentioned, there's still a chance that the machine will continue it's operation if the controllers are not available for a factor of ten or hundred of the scan rate of the control loops. As a result the MTTAR can be estimated between one to ten seconds. This is a regime where standard, COTS, components can be bundled to redundant systems which fail over in the given time span. standard hardware combined with a sophisticated software redundancy strategy can be applied to these systems.

Static Processes

Last not least there are machine components in operation which are operated more or less statically. Settings to power supplies (if not used for fast feedback) or vacuum controls leave some time to repair components. In this regime the controls components themselves are not the critical parts. The reliability of power supplies is demanding redundancy strategies of i.e. four out of 6 or similar.

4. Summary

Both engineering areas, software and hardware have to work hand in hand to design reliable systems. On every field mentioned above we will have to investigate existing solutions and design new ones if not available from industry. There's one good news: All of the new machines share the same design pattern in terms of availability and reliability. Current developments started for example for the XFEL may ease the search for solution for the ILC.

-------

Note: Portions of the above text was extracted from the Executive Summary of the HA

Forum's February 2001 publication, "Providing Open Architecture High

Availability Solutions", an introduction to this subject found online

at http://www.lynuxworks.com/products/whitepapers/ha-solutions.pdf

The HA Forum predated and probably spawned the creation of the Service

Availability Forum (SAF), an industry consortium which has developed a

set of portable standards for interfacing the various layers and

building blocks in an HA system.
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