10.1.R.2   ILC Controls Software Architecture


1. Proposed Architecture for ILC Controls Software


1. Principles of 3 Tier Architecture

The 3 Tier approach is commonly utilized in software architecture. This approach provides separation of concerns, re-use, load management, change management, and many other benefits. Older control systems consist of 2 tiers; the client tier and the real-time tier. The 3 tier model introduces an intervening services/middleware tier. A significant portion of the logic that used to reside in the client tier is now provided as a service for use by many clients. 

Client Tier

The client tier consists of applications which people directly interact with. Clients can be workstation or web-based. Client tools range from general purpose tools like display managers, to site specific high level physics applications. These applications can interact with the accelerator directly through a channel (process-variable) oriented API, or indirectly via the service API. In most cases, applications (and services) would use the service API. The channel oriented API is available for peak performance for activities such as archiving. 

Services Tier

The services tier provides services that coordinate many activities while providing a well-defined public interface (non-graphical). An atomic transaction from the perspective of the client tier may be implemented within the service as a sequence of transactions involving both the real-time tier and the relational database. Communication between peers in this tier occurs on a timescale of approximately 10 Hz. For example, creation of a feedback loop within this tier can expect not much better than a 10 Hz bandwidth. Device abstractions such as magnets, BPMs, and power converters that incorporate engineering, physics, and control models are represented in this tier. 

Real-Time Tier

The real-time tier provides access to the field I/O and underlying dedicated fast feedback systems. This tier is configured and managed by the services tier, but can run autonomously. For example, the services tier may configure a feedback loop in the real-time tier, but the loop itself runs without direct involvement. Communication between peers in this tier occurs on a timescale of approximately 100 Hz - 1 kHz. The primary abstraction provided in this tier is the channel, roughly equivalent to a single I/O point. 

2. Implementation

The performance requirements within and between the three tiers vary considerably. While it would be conceptually ideal to have a completely symmetric system in which everything is a service made available through a distributed object protocol, we believe there is a need to match the protocol with the requirements within and between the tiers. The protocols in the above figure are placeholders, and do not reflect actual industry protocols. We instead describe the requirements for each protocol, knowing that there are multiple implementations available. 

DOP (Distributed Object Protocol)

The purpose of DOP is to provide location independent access to services. The access is typically synchronous, although asynchronous notification is sometimes provided. A client need not know where a service is (or whether it has failed over or not). There are language-specific DOP such as Java RMI/JINI, and language-independent DOP such as CORBA/IIOP, or even HTTP based object remoting. Given the timescale of a project such as ILC, we believe a language/platform neutral DOP is a better choice. 

MQP (Message Queuing Protocol)

The MQP provides the ability to asynchronously pass information between decoupled applications and services. Logging and alarms are a prime example. These messages must have guaranteed delivery and persistence. There are multiple implementations available, such as Java JMS compliant solutions, or IBM MQSeries (which also offers JMS compliance). Message queue redundance is a requirement. 

RTP (Real-Time Protocol)

The RTP provides high performance access to fine-grained data points. The protocol typically dispenses with complex serialization (marshalling) and deserialization (unmarshalling) found in DOP. Highly responsive connection management is another requirement. 

DBP (DataBase Protocol)

The DBP is a fairly well defined capability. There are language dependent choices here such as Java JDBC, or language independent choices such as ODBC. Given the breadth of available relational database tools, it is common to support multiple protocols. 

DMP (Deployment and Management Protocol)

The DMP provides the ability to dynamically provision and monitor the underlying real-time tier. This can be as simple as an HTTP-based deployment and monitoring capability, or a complex hybrid of custom protocols and SNMP. The protocol must provide the ability to strictly control the release of software and configuration into the real-time tier. Additionally, it must be possible to retrieve meta-data regarding the configuration, and monitor the overall health. This protocol may participate in managing redundancy and failover for high availability. 

3. Applications

Applications will range from engineering-oriented control consoles, to high level physics control applications, to system management applications. Engineer-oriented consoles are focused on the operation of the underlying real-time tier, with less regard to the device abstractions. High level physics applications will require a blend of services which combine the real-time tier and operational data in the context of high level device abstractions (magnets, bpm's, etc.). 

4. Services

A service is a function that is well-defined, self-contained, and does not depend on the context or state of other services. Services are also distinguished from applications in that they possess no user interface (other than perhaps a management user interface). In the context of control systems, services provide a means to coordinate the activities of many applications. For example, a parameter save/restore service can prevent two applications from simultaneously attempting to restore a common subset of operational parameters. This centralization of control provides many benefits in terms of coordination, security, and optimization. Services are also naturally redundant, even if they are stateful, as the underlying database can be used to retain state. 

Some Candidate Services 

· device abstraction - access to devices, combining real-time channels and physics parameters 

· model interaction - access to engineering, physics, control models of system 

· archiving - performs high-performance archiving, and interface to access the data 

· save/restore - provides central control over operational parameters 

· logging - stores incoming log entries, and provides interface to access logs 

· alarms - coordinates alarms from real-time tier and other sources 

· deployment/management - provides explicit management of system configuration 

5. RDB

The use of a relational database has become commonplace in control systems. Traditionally considered to be a single point of failure, today's high performance, highly managed, redundant databases can be an integral part of a control system. This applies during machine operations as well. Just as with a large scale consumer web-site, the underlying database can be separated into one or more tightly controlled OLTP (OnLine Transaction Processing) databases, and OLAP (OnLine Analytical Processing) databases. This minimizes the likelihood of failure, and the time needed for recovery procedures. There is ample evidence of the use of relational databases in high availability scenarios. 

6. EC (Equipment Control) Platforms

The platforms in the real-time tier can be divided into two parts: 1) ILC Equipment Control(EC) platforms, and 2) Vendor supplied EC platforms. RTPs (Real Time Protocols) are used to communicate between the upper tiers and the EC systems and also for communication between EC systems. 

The ILC will require EC systems ranging from facility monitoring to fast feedback control. A variety of platforms will be required such as 1) small inexpensive modules that can monitor and/or control a few signals at geographically disperse locations, 2) embedded controllers for equipment like BPMs, and 3) highly reliable advancedTCA systems. The ILC systems will directly monitor and control equipment and/or communicate with vendor supplied EC systems. The RTP for the ILC systems must be fast, reliable, and facilitate general purpose tools like display managers, data archivers, alarm handlers, etc. 

A variety of vendor supplied EC systems will likely be used in the ILC. Choosing a vendor also means choosing a RTP provided by the vendor. The trend is towards open communication standards however the ILC systems will still need to support several different vendor supported RTPs. 
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