BCD Proposal: Controls & Instrumentation Standard Architecture Options
What are the options?

Option 1: Use existing packaging standards for controls and instrumentation implementation, such as VME and VXI. Adopt the controls and instrumentation models of, for example, the LHC. Minimize development effort. 

Option 2: Develop a new architecture and packaging standard for the ILC. Stress High Availability (HA) design of both hardware and software. Apply HA design principles and Intelligent Platform Management diagnostics and control to all electronics systems, including power electronics.

Discussion

There is no detailed description of a baseline for global controls and instrumentation so the goal is to select the main features needed and to recommend a new Baseline Configuration Design (BCD).
The NLC machine had a baseline design for the global controls system and all instrumentation systems. The global control system also included the global timing system, rack and cable plants, and front end machine instrumentation. The subsystems are similar but numbers are different for the cold machine. Specific instrumentation subsystems include beam position, LLRF, HOM BPM monitors, vacuum, temperature, machine protection, personnel protection, movers, tuners and beam  feedback systems. 
Also included are interfaces and applications drivers for monitoring and control of power distribution, water, secondary AC power, DC magnet power, and klystron modulators.
System Topology
The topology is assumed to be two parallel tunnels with a central control room near the Interaction Point. Possible options for tunnel electronics are discussed under Decision 15.

Figs.1-3 show the basic control room architecture consisting of a cluster of distributed processors configured to provide central controls and human interface; controllers and dual star data links to provide branch control to all sector nodes of the various machines; and the beam instrumentation concept with modules operating stand-alone or clustered in crates. All hardware and related software concepts are based on HA architectures.
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High Availability Architecture

Current accelerators (other than light sources) have up-times ranging from 40-70%. The ILC will be ten times the size of any comparable existing linear machine so availability becomes a dominant issue. Recent machine availability simulations presented at Snowmass 2005 show the difficulty of reaching 80% even assuming much improved reliability of all subsystems. Because of the recognized difficulty, it is essential that the ILC controls, instrumentation and electronics systems, including power electronics, be designed with High Availability (HA) architectures. 
For controls and instrumentation, the Advanced Computing Telecommunications Architecture (ATCA) system is a strong candidate for a base platform. ATCA is an open standard platform designed by a strong industry consortium called PICMG. This system just coming on line among Telecom providers contains the essential features to guarantee a Service Availability of a crate full of processing and instrumentation electronics of 99.999% (Five 9’s). The features that make this possible are dual redundant communication processors and links, intelligent crate (shelf) diagnostics and management, and hot-swap-capable modules and sub-modules. These features rapidly pay for themselves with vastly increased up-time. 
The same basic architectural principles are also being applied to power systems such as DC magnet power supplies and klystron modulators. Similar principles need to be designed into critical local feedback systems, machine protection and associated instrumentation in which a single point failure will bring down the machine.
For reference, Figs. 4-6 illustrate the application of HA principles to a Marx modulator, KW DC power supplies and low power multi-channel modular power supplies, and Fig. 7 shows the ATCA implementation of a crate, hot-swappable carrier module and hot-swappable mezzanine cards of a convenient size for high performance instrument channels such as BPM’s and LLRF acquisition and processing.
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Next Generation Physics Instrumentation Standards

Modular instrumentation standards have proven effective for achieving interoperability between users, system up-time, and economics of manufacture and design. The present standards are 20-40 years old and need a major overhaul to take advantage of current chip, communication and intelligent platform management technologies. Since technology will evolve many more times during the life of the ILC, it is urgent to adopt a platform that can adapt to present state-of-the-art technology as well as accommodate future evolutions. The major changes in platform needed at this time are serial rather than parallel bus communications among modules, higher bandwidth scaleable throughput networks, improved cooling systems and options, and superior connector, cooling and intelligent management technologies.
Although detailed evaluation is needed, the ATCA system appears to be the best candidate architecture available to meet these requirements. ATCA offers chip-level support for four standard Gigabit serial communication protocols as well as a powerfully engineered hardware platform that includes features that are mandatory for HA performance. It is a quantum leap above existing standards such as CAMAC, VME and VXI in bandwidth, throughput and system availability. The module size is comparable to VXI but with vastly superior communications, sub-module packaging and hot-swappable features, which no other platform has achieved to date. 
ATCA also offers a much larger customer base than any standard used by the physics-accelerator community in the past, so should prove more economical than previous systems even with its greatly expanded feature set. The key is to investigate and qualify the choices for the ILC early, decide on a set of choices stressing inter-operability of all electronics designed throughout the collaboration, and then require all engineering to hew to the same controls and instrumentation platforms and software interfaces. This large coordinated effort among the diffuse ILC collaboration will be a key component in developing a successful standard system that meets all of its performance and availability goals.
The ATCA system also can fill many important roles in detector electronics, as well as in the intelligent diagnostics areas of power electronics. These all will be explored fully in the near-term R&D period.

Managing Technology Evolution

The new standards play a key role in addressing the well-know problems associated with rapidly evolving technologies. The standards are platform with key features that can accommodate several evolutions of logic and processing chip and communications technologies. Links will run faster and require new chip sets for new incarnations of applications modules. The high density logic and processing chips and programmable devices of today may be unavailable in 3-5 years. Designs for the ILC must be planned so these kinds of developments are managed as smoothly as possible through the life of the project.

The packaging standard is a platform to accommodate both commercial products and custom designed instrumentation. Using ATCA as a model, it allows great flexibility in design due to its modular structure and all-important sub-structure, the mezzanine modules. None of the older standards were designed with formal sub-modules although variants such as PCI have been added, so that the original modules became carrier boards to gain the flexibility afforded by mezzanines. In ATCA, up to eight mezzanine modules are fully integrated into the carrier board hardware design and the intelligent platform management system. 
Summary Evaluation of HA Architectures

Cost: The additional cost of HA architecture is modest compared with the incremental cost of a non-functional machine and the saved maintenance costs during operation. With HA designs the need for round-the-clock maintenance crews should be greatly reduced and in some case eliminated. This is because units fail gracefully, allowing a single sub-module failure without interrupting operation, and the intelligent platform manager signals for quick hot-swap of a failed unit without interruption to operation. The same capabilities are embedded in all electronics machinery designed on HA principles.
Availability Risk
Today’s accelerators are plagued with downtime due to single-point failures in power, controls and instrument systems. These kinds of failures can be largely eliminated. However, interlock and software systems must also follow HA design rules and an additional layer of effort is required from design conception to realize this goal. Availability risk overall will be much reduced and performance results much more predictable than if the established standards are blindly applied in hopes of achieving adequate results. 
Manufacturing, Installation, Commissioning and Maintenance
HA designs inherently are simpler and less labor-intensive to manufacture, install, commission and maintain. This means lower costs and safer handling. Partitioning parts of the designs speeds initial checkout as well as fault diagnosis and repair.

Robotic Servicing
 Modular HA designs in the 30-40 km tunnels are more amenable to servicing by robotic systems, providing standard packaging is employed for the major classes of components: Controls modules, instrument modules and sub-modules, and power components such as power supplies and modulators. Robotics servicing can limit personnel exposure to hazards in tunnels, respond immediately to 1/n failures to minimize MTTR and maximize availability, and lower overall maintenance costs.
Extra R&D needed 

The following areas of Controls, Instrumentation and Electronics need additional R&D:
1. Evaluate existing HA architecture standards for applicability to all ILC electronics systems, subsystems, hardware and software.
2. Develop proof-of-principle prototypes of typical applications and conduct evaluations in labs, test facilities, for Controls and Instrumentation Examples: BPM, LLRF, Detector dead-timeless readout, Vacuum pumps & monitoring.
3. Demonstrate dual redundant backbone system including separate global precision timing system.

4. Adopt and promulgate hardware, software standards throughout ILC..
5. Analyze all proposed electronics design concepts against availability as well as performance goals, including custom power and detector electronics.
Recommendation for the BCD

1. A High Availability hardware standard hardware-software platform and dual star communication networks. 
2. A High Availability architecture for power electronics and other special or custom packages.

3. A High Availability global precision timing system with dual star length-compensated fiber distribution.

4. A High Availability intelligent diagnostics subsystem layer (e.g. ATCA Shelf Management System) for all electronics subsystems. 
Fig. 1. Control Room Cluster & Dual Serial Networks





Fig. 2. Dual Links, Sector Node Processors, Front End Modules








Fig. 3. Beam Instrumentation Packaging Concept








Fig. 4. Marx Modulator HA Conceptual Design





Fig. 5. KW Level DC Power Supply HA Concept








Fig. 7. ATCA Standard Hardware: Shelf, Carrier, Mezzanine Sub-Modules





Fig. 6. Low Power Multi-Channel DC Supply with Optional Switchover
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