New ILC Controls Concept: 
Diagnostic Interlock Layer (DIL)
Purpose

All present accelerator controls systems rely on hard interlocks operating on trips from sources that sense critical machine variables. Very often these trips are summarized into long chains and due to lack of sensor testability, can take a very long time to diagnose. Meanwhile the machine is impaired or completely turned off. Interlocks are used within power units themselves to protect modulators and power supplies from damage when they malfunction, and profusely on accelerator structures and components to protect from temperature rise (thermocouples or klixon switches), loss of cooling water (flow meters), radiation loss along the machine due to beam scraping or dark current, reflected RF energy due to arcing in a waveguide or klystron, loss of vacuum or gas pressure etc. Many interlock trips are “nuisance trips” that are never diagnosed; machinery is reset after a trip and operation eventually resumes, with high likelihood of repeated interruptions from the same cause.
This model poses a serious problem for the ILC. Present simulations of machine show that availability will be marginal even if significant improvements are made in machine component reliability. Flurries of random interlock faults could prove deadly. How can we improve the situation?

It has already been proposed that all electronics systems of the ILC be built according to High Availability (HA) design principles. This in effect can guarantee high operational efficiency for these systems. The design principles involve 1/n redundancy at system and component levels as well as hot-swap capability for elements critical to operation (i.e. whose failure would halt operations). However, unless interlock systems are designed and managed in a more intelligent manner, these improvements could be largely negated.
The HA principles involve one other important element, which in the implementation of the HA ATCA standard packaging system is known as the Intelligent Platform Management (IPM) system. Every module and sub-module in a system has an imbedded chip that communicates with this IPM layer that is controlled by a local small (redundant) board called the Shelf Manager, which in turn communicates with an overall system manager that resides in the central control system software. This layer operates on control power that is present even when main power to the module is disabled due to a fault, or deliberately disabled for a hot-swap operation.
In the ATCA modular instrument system, every module and sub-unit in the crate contains a special chip communicating with the IPM system.  The IPM system (also called the Shelf Manager System) performs the following minimal set of actions for a crateful of modules:
1. Senses faults in an individual carrier module or mezzanine module (subunit).

2. Removes primary power (while retaining control power at all times)

3. Reports to main control that a module has failed, and lights a front panel LED to indicate it is safe to hot-swap.

4. After hot-swap, recognizes the new module type and power requirements.

5. Authorizes the delivery of primary power after checking that the Shelf total power will not be exceeded.

6. Monitors temperatures and power consumption of all modules in the Shelf.

7. Monitors for fan failures, and when one occurs, rearranges speed of the other fans (four total) to compensate, while reporting to main control the need to hot-swap one of the fans.

8. Other features can be programmed into the Shelf level at user discretion.

ILC DIL Implementation

Applying the IPM principle to a Diagnostic Interlock Layer (DIL) requires tailoring the type of diagnostics needed. Typically we may include interlock limits and set points, timing and trigger functions, and diagnostic waveform capture. We may design in a local automated response to impending or actual trips, or actions may be taken by a higher controls layer.  Operations and maintenance will routinely view the diagnostic layer to investigate the health of running systems or trace anomalous behavior. The following are some example DIL implementations: 
1. Modulator 
Each module of a modulator contains a DIL sub-unit, such as an ATCA mezzanine board, which provides information constantly to the imbedded DIL unit manager, equivalent to the ATCA shelf manager; and secondarily to the master system at main control. See Fig. 1. Typical features are:
a.  If a module begins to fail, its DIL subunit takes protective action by disabling primary power to bypass the module and signals its unit manager that it has done so.

b. [image: image1]The unit manager compensates for the failed module by instantly raising the stack voltage on remaining modules to keep overall voltage and power to the load constant.

c. The unit manager may order an increase in fan speed to compensate for the fact that each module is dissipating more power.

d. The unit manager compensates for a failed fan unit (assuming a redundant fan system) by increasing the speed of the remaining fan or fans.

e. The DIL master control system retrieves all diagnostic information automatically from all modules in the unit to determine the cause of the fault, current health of all other modules, temperature status etc.; and calls for maintenance at the earliest opportunity.
f. Assuming the modulator is accessible while the machine remains operational, another system unit is brought online to assume its load while it is taken offline momentarily to swap the failed module. 

g. In an inaccessible tunnel situation, a robotic system can swap the module quickly to minimize the time the system operates with a failed unit, resulting in near-zero loss of availability.
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Quick repair of failed modules guarantees near 100% system availability and minimizes the number of spare units needed in the total modulator subsystem.
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2. DC Power Supplies

DC power supplies designed as 1/n modular units gain similar advantages using a DIL as in the modulator example. The concept is shown in Fig. 2.  
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In this case the parallel modules combine to deliver a constant current to a magnet load. For critical loads hot-swapping is required so the DIL will contain the ATCA type IPM features for power management, as well as recording switching waveforms and DC values and managing local interlocks.
Smaller DC supplies, e.g. correctors, are modular subunits as shown in Fig. 3. Each subunit will carry the imbedded IPM chip for overall management control including hot swap capability. The local subunits are managed by a local Shelf (Crate) Manager, not shown. Also shown is a spare unit on the module that can be switched in to any of the four slots to take over for a failed unit. This feature would be implemented in applications where failure of a single subunit interrupts machine operation. Switchover could be programmed into the unit to happen automatically, while reporting the failure to main control; or could be taken by the higher-level IPM shelf or system manager. Since these supplies are very small, building each subunit out of yet another layer of 1/n modules may be impractical.


3. Instrument Modules

The DIL layer in instrument modules will primarily be the ATCA type IPM layer. All the hooks for basic platform management and hot swap will be part of a standard chip set between mezzanine and carrier boards, and the modules coordinated by the shelf manager. All higher level trip-avoidance strategies will be programmed at the central computer farm level.
Interlock Trip-Avoidance
So far we have described an IPM system that can manage failures, report them, and take local compensatory action with little or no impact on machine availability. We need to address not just tripping, but how to avoid tripping on an impending interlock.  What features does an IPM system need to achieve this? Here are a few areas to explore:

1. Thermal Trips 
All modules will have on-board thermal monitoring of power components. Temperature changes slowly except during catastrophic breakdowns which happen rarely. Temperature rise can be tracked and warnings given when approaching limits. This is done already by main control systems, but normally an operator has to notice the impending problem and react manually, e.g. by lowering beam current, or in a modular system, by lowering the power output of an RF source and compensating by raising power in a neighboring unit. 
A number of trip-avoidance actions normally done manually by an operator could be automated in a DIL system of the power source, in which case the system would inform the operator of the action taken. Protective actions designed to avoid machine interruption will always be operationally safe, and the operator might be able to choose between different automated strategies.
2. Magnet Trips

All magnet loads typically have a klixon over-temperature switch. Klixons are typically closed until they exceed temperature at which point they open to interrupt the power delivery circuit. Klixons sometimes weld shut, fall off, or lose contact with the magnet so it is totally unprotected. . Magnet windings fail rarely but magnets often malfunction due to plugged water cooling channels in the coils, broken hoses spraying windings or creating ground faults, etc. With only a klixon the diagnosis can be very difficult costly in lost machine time 

There is no way to know if a klixon is working properly without an invasive test, which is impractical for thousands of units.  A magnet should have at least one method of monitoring temperature besides the klixon protection. The simplest is a thermocouple, but better would be two independent methods of directly measuring temperature, say a thermocouple plus the resistance of the magnet winding or windings. Such current-voltage monitoring could be built into the magnet controller at little added cost. The DIL in the power unit could constantly monitor the magnet resistances not only to infer the temperature and proper operation of the cooling water system, but also could detect difficult magnet faults such as shorted turns. 
With a DIL, impending faults such as thermal trips can be anticipated and avoided, and hard failures can be quickly diagnosed and repaired with minimum down-time. 

3. Water Flow Switch Trips

Water flow is either metered or inferred from temperature rise in, for example, a magnet, RF cavity or structure. Flow monitors frequently give false trips due to bubbles and if that happens often enough the monitor is simply bypassed leaving the load vulnerable. Temperature rise shut-off depending only on a klixon is slow acting and magnets can be damaged before the klixon senses the fault. This is a most frequent and annoying kind of fault due to the tremendous number of such devices. In general it would be better to limit the number of flow and pressure switches and rely more on fast detection of thermal changes in either well-placed thermocouples or magnet winding V-I monitors. 
There is no way to avoid interruption for most water elated trips, but fast-response DIL monitors could quickly provide a machine temperature profile of all affected devices from which the location of the faulty cooling circuit could be quickly determined.
Since blockages are frequently the cause of overheating magnets, initial design should consider the use of remote controls for back-flushing of critical magnets, which a DIL system could perform on a routine scheduled basis.

4. RF Circuit Trips 

RF circuits consist of delivery systems, cavities, windows, isolators and loads. Sources of trips are mainly RF breakdown or window arcs, resulting in reflected power that has to be redirected into loads; RF leaks, temperature rise, loss of amplitude and phase control, loss of feedback control.

RF controls are complex involving many feedback mechanisms to keep the entire machine in tune and manage the RF power and phase control. A DIL system needs to consider the best way to take local action in case of trips or if conditions are clearly moving toward a trip point.

The Low Level RF System (LLRF) is responsible for keeping the machine stable. The DIL would be designed to provide the local system the intelligence it needs to invoke trip avoidance strategies for the 40 meters of machine fed by every RF source. Either larger span fast feedback loops or the main control system has to manage power in all sections of the machine – injection linacs, electron and positron sources, damping rings, main linacs, and beam delivery. The DIL has to examine and integrate responses for not just a device or small section but for main machine sectors as well.
Some simple examples where DIL automation might be applied: 

a. Arcs generally do not bring down the machine if the sudden loss of beam power can be immediately compensated by another station. In this case the LLRF system would interrupt the arcing station and immediately call for a standby station on the next beam pulse so beam energy is maintained while the arcing station is given a short time to recover (time to pump down the vacuum spike that accompanies an arc).

 b. During initial run-up all stations take time to vacuum process during which many arcs will be experienced. The DIL system will report all stations at all times, so a control algorithm can automatically throttle back the slower conditioning stations while allowing others to condition faster. The margins must be pushed throughout processing but in the final analysis, all systems should be conditioned to a comfortable margin above normal operating power. This entire process can be automated for commissioning and restart after a downtime.
5. Movers and Tuners
Movers and tuners require both precise motor drives and read-back, either by a direct-reading device like an LVDT or by observing another device such as a BPM while the structure is moved. The faster piezoelectric tuners in the cold RF system do not have direct read-back except by observing their effect on the RF phase and amplitude. Piezo devices are both fragile and inaccessible, a bad combination. Motors and LVDT’s are reliable except when the mechanics sticks or wears to where intervention is necessary. Since all RF tuners are buried in the cold system it is assumed they will be redundant unless it is determined that they will fail in a way in which operation can continue without them, with perhaps a small loss of power and efficiency. Sometimes stepping motors lose their reference due to a mechanical problem with the tuner that they drive, which is deadly to the electronics. In severe cases the normal strategy is to “park” the station and bring another on-line until it can be repaired.
These systems need a thorough analysis of failure modes and effects, after which the DIL should be designed to quickly diagnose problems and point to repair strategies. It should know how to “safe” its section  system from damage, how to work around failed individual cavity tuners, how to compensate for the loss of beam power by raising it elsewhere, and report the history of status and special actions taken on every station at all times.
6. Vacuum System Faults 

The vacuum system itself should be designed with enough redundancy in pumps so that if one pump in the beam-line fails, the two on either side can carry an additional load so an interrupt will not be necessary, even thought there will be a bump in the vacuum profile at the failed unit. The important task for the DIL is to report the status of every pump in the system continuously with a reasonable update rate, and with specific warning to operators if corrective action (e.g. hot swap of a failed channel on a multi-unit carrier board) is needed.
The three main types of vacuum faults are leaks, faulty pumps and faulty electronics controllers. Leaks are frequent during commissioning, and after many cycles when bellows begin to fail from mechanical fatigue. Obviously fixing any vacuum leak unless it is very small and can wait for a downtime brings down the machine. Most pumps are vac-ion pumps with no moving parts having long (but not infinite) lifetimes. Here the common faults are controllers that trip off upon losing AC power, or faults in the high voltage feed (~ 5 kV typically). A high voltage open circuit may go undetected until the loss of the pump is noticed in the vacuum profile. All of these are detectable problems with a DIL, which will have redundant power sources.
7. Cryogenics Faults

Losing cryogenics power is tantamount to losing the main AC power to the machine. Cryogenics is probably the most vulnerable system in the ILC in that loss of one compressor will bring down enough of the machine to stop operations. It’s not clear how to apply DIL to this instrumentation, which consists primarily of temperature and pressure monitoring along the machine, with constant feedback to the main cryogenic plants. Along the linac will be modular power supplies for cold quads and correctors which require quench protection circuitry. One possible DIL task is to monitor the integrity of the protection circuits at all times, and possibly invoke some special protection when hot-swapping a supply.
DIL Initiative: Power System Control Board (PSCB)

SLAC and Pohang Light Source have initiated the design of a DIL component for modulators and power supplies. Called the Power System Control Board, it was originally conceived for the 500 KV 2-Pack solid state induction modulator for X-Band and later features were expanded to accommodate both large power supplies and the L-Band Marx modulator currently under development. The basic functions are to provide independent trigger timing and pulse width control for each stage of the Marx with fiber-optic isolation; monitor temperatures of the IGBT heat sinks; capture voltage and current pulse waveforms; provide measurement and setting of voltage references; monitor interlock analog and digital signals. The maximum footprint of the board is 3 x 6 inches (75 x 150 mm) and once designed it may be converted to a chip-on-board or hybrid design. The first tested prototype is scheduled for January 2006.
Software design is also starting. The host for the 16 cells or units will be a unit manager inside the Marx, which then communicates via Ethernet protocol with a standard IOC on an EPICS platform.
The PSCB does not contain the ATCA IPM chip for hot swapping. However in modular HA power supply applications this can be integrated at a later date.

Conclusions

A Diagnostic Interlock Layer (DIL) is considered essential to achieving a High Availability ILC design.

The layer operates at three levels: Subunit (e.g. module), unit (e.g. modular assembly) and system (e.g. instrumentation, modulators, power supplies).
The minimum layer is the ATCA Intelligent Platform Manager (IPM) for power and hot-swap management.

The maximum layer will be (e.g.) the PCSB module integrated with the IPM chip to achieve hot swap capabilities along with extensive diagnostics at the subunit level.
The DIL can be programmed to make automated responses to impending interlock trip conditions, to avoid unnecessary interlocks.

The DIL can have expanded programmable logic capabilities for managing complex systems such as Low Level RF and local feedback systems.
The DIL can include expanded features such as monitoring of resistance of magnet windings as a fast thermal monitor, to give advance warning of impending fault conditions.

The DIL can manage large units such as modulators with strategies to reduce trips and to take automatic correction to avoid machine interruption when a local module faults and has to be taken off line.

R&D programs are in progress to test these DIL concepts in power systems, specifically solid state modulators with many cells and modular power supplies of low, medium and high power.

A separate R&D program will evaluate the ATCA IPM system by building prototype applications modules on mezzanine card platforms, the most promising architecture for front end instrumentation in the ILC.






Fig.1. Modulator Diagnostics Interlock Layer














Fig. 2. DC Power Supply Diagnostics Interlock Layer
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Fig.3. Corrector Subunit Supplies on Carrier Module with Imbedded IPM/DIL System
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